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On the Transient Analysis of Circuits Containing
Multiple Diodes

P. A. BLAKEY anp R. K. FROELICH

Abstract —Multiple-diode circuits are increasingly being used for power
combining at microwave frequencies. This paper presents a method for the
transient analysis of such circuits. The method exploits the cold-capaci-
tance—particle-current decomposition of semiconductor diodes and is
simpler, more efficient, and more accurate than previously proposed ap-
proaches to the problem.

I. INTRODUCTION

Hiraoka [1] recently considered the problem of transient analy-
sis of multiple nonequivalent transit-time diodes embedded in a
circuit. This is a problem of considerable practical importance,
especially in the area of power combining. The method demon-
strated by Hiraoka combines the finite-difference equations asso-
ciated with time-domain device simulation, together with the
circuit equations, into a single matrix equation for the whole
system. The implementation is inherently implicit and requires
the inversion of a large matrix at each time step. The coefficients
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Fig 1. The diode-circuit partitioning. (a) Before the capacitance-particle-
current decomposition. (b) After the capacitance~particle-current decom-
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of the matrix to be inverted are time dependent and must be
evaluated at each time step. Repeated inversion of a large matrix
makes the method extremely expensive. The cost also increases
much faster than linearly with the number of devices considered.

The purpose of this note is to present an alternative procedure
which is simpler, more efficient, at least as accurate, and for
which the cost increases only linearly with the number of devices
considered.

II. ALTERNATIVE METHODS

Most previous work has partitioned the system into a linear
(circuit) part and a nonlinear (diode) part as in Fig. 1(a). The
circuit part is treated using the well-established methods of linear
system theory, and the diode part is treated using time-domain
simulation. The time-domain simulation can be implicit or ex-
plicit. Different methods of linear system theory lead to different
implementations. Evans and Scharfetter [2] used an impulse
response/convolution integral approach with the convolution
implemented using an FFT. Brazil and Scanlan [3] used state-
space methods. Efficient procedures for handling mixed lumped-
distributed circuits were developed by Mains ef al. [4]. Care must
be taken with the interfacing. An iterative procedure, involving at
least two diode solutions, is generally adopted to obtain reason-
able self-consistency between diode and circuit current and volt-
age. Avoidance of this iteration is a major motivation of Hiraoka’s
approach.

Blakey et al. [5] used the same device—circuit partitioning with
an explicit diode /circuit interaction. This method is efficient but
not very general; the circuit element next to the diode has to be
an inductance, and for small enough values of inductance the
accuracy of the method can be unacceptably low.

L

The authors’ present method involves a modification of the
diode/circuit partitioning. The cold-capacitance—particle-current
generator decomposition (see Appendix I) is performed for the

AN ACCURATE AND EFFICIENT EXPLICIT METHOD
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diode, and the cold capacitance is transferred to the linear side of
the partition, as in Fig. 1(b). Device and circuit time stepping
then reduces to the following explicit procedure.

a) Calculate “new” carrier concentrations using the “old”
electric field.

b) Calculate the new diode voltage as the response of the
linear system to the particle-current driving function.

¢) Calculate the new electric field by solving Poisson’s equa-
tion for the new voltage and carrier concentrations.

The particle current driving function in step b may be calcu-
lated using the “old” carrier concentrations or an average of
“old” and “new” values. For simple loads step b can often be
implemented as an explicit function of the diode particle current
and “o0ld” circuit values (see Appendix II for an example). For
more complicated loads it is easier to use state-space methods
and the Mains et al. techniques, both of which are well suited for
efficient numerical implementation.

The extension of this method to multiple nonequivalent devices
is trivial. Each device is split into a cold capacitance, which is
included in the linear circuit, and a particle-current driving
function. The circuit now has multiple inputs but these are
routinely handled by the methods of linear system theory.

This implementation of multiple diode—circuit simulation has
proved completely satisfactory; it yields an implementation which
is simple, accurate, and efficient. It is being used to model
current sharing, degradation characteristics, and instability phe-
nomena in IMPATT power combining circuits, has been used to
demonstrate push—pull TRAPATT circuit operation, and is gen-
erally applicable to other multidiode circuits. This work will be
the subject of a future paper.

IV. DISCUSSION

It is instructive to consider sources of error in the present
scheme and in Hiraoka’s scheme. These sources can be divided
into errors introduced in the device simulation and errors intro-
duced in the device—circuit implementation.

Hiraoka’s underlying device simulation is basically first-order
explicit in time; the implicit nature of the device—circuit interac-
tion does not mean that the device simulation is second-order
accurate. Significant sources of error in this first-order implemen-
tation, and some explicit corrections to improve the accuracy,
were discussed elsewhere [5]. Hiraoka’s device—circuit implemen-
tation appears to be second-order accurate, once it is assumed
that the device currents are as predicted by the simulation.

The authors’ philosophy of device simulation [5], [6] is to
implement quasi-second-order schemes using the following: ex-
plicit schemes with correction terms, predictor—corrector algo-
rithms, and recurrence solution (Potter [7]) of tridiagonal matrix
equations. Implicit schemes which require full matrix inversion
are currently avoided because their expense still severely limits
their usefulness. The device—circuit implementation outlined in
Section III can be exact once it is assumed that the device
particle currents have the form predicted by the quasi-second-
order device simulation. Most numerical error in the overall
scheme is thus in the extent to which the changes in particle
current within a time step are not taken into account. Changes
due to generation and recombination are taken into account to
first-order if the “average” procedure is used for step b of the
algorithm. In this case, the main remaining source of error is
associated with changes in carrier velocity caused by field changes
within the time step. However, these changes impose a limit on
the time step that can be used in the device simulation [S]. This
ensures that in practice the error associated with the device—cir-
cuit implementation is always acceptably small.
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Fig. 2. Geometry and notation for the cold capacitance—particle-current gen-
erator decomposition.

Overall, the method described here will generally be more
accurate, as well as more efficient, than Hiraoka’s method.

APPENDIX I
THE CAPACITANCE-PARTICLE-CURRENT DECOMPOSITION

In terms of the geometry and notation indicated in Fig, 2, the
differential form of the statement of current continuity in one
spatial dimension can be written as

AE(x,t)
ar

where I is the total current, I, is the current carried by electrons,
I, is the current carried by holes, ¢ is the dielectric constant, A is
the cross-sectional area of the diode, and E is the electric field.
(Equation (A-1) is trivially derived from the Maxwell equation
V XH=J,,q+(dD/3t) and the vector identity v.(Vv X H)=
0) .
Integrating (A1) from 0 to w and dividing by w leads to the
integral form of the statement of current continuity

1 v ed Y
1(:)=;f0 [1.(x, )+ I (x, 1)] dx + =2 =2

Equation (A2) shows that the total current is that of the
displacement current flowing through the geometric or “cold”
capacitance C = ¢4 /w, in parallel with a “particle” current 7,
which is the spatially averaged value of the sum of the electron
and hole currents. Equation (A2) is quite general, once it is
assumed that there are no spatial variations in the y- or z-direc-
tions. In practice, (A2) is usually applied only to the active region
of the device; substrate and contact regions are conveniently
represented by equivalent series resistances.

I(6)=L(x,0)+ I,(x, t)+ A (A1)

(A2)

APPENDIX 11
DC CURRENT AND RF VOLTAGE CONTROL
Transit-time device studies generally seek to characterize de-
vice admittance as a function of RF voltage for user-specified dc

currents and frequencies. This can be done using the circuit
shown in Fig. 3. From Kirchhoff’s equations

avy (1)
dt
Vp (1) =V.()+Vrr(?)

V1) _ L(1)
@ TG

Idc=1p(t)+CD +IL(t)

and

These equations can be solved for ¥, (¢), yielding
-1
Vp(to+At) =Vp(t5)+(Cp+Cp)

A dVee(t
-(Idcmr—ft'"+ ’Ip(t)dt+CBj;t°+At——lt;t£dt).
0 0
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Fig. 3. Load configuration for dc current and RF voltage control.

If Vre(?)=Vrpsinwt and I,(r) is assumed to vafy linearly
between I,(t,) and I,(¢, + At), then

Vp(to+ A1) =V () +(Cp+Cp) ™
At
.(Icht+ 7[11,(1‘0 + At)+1p(t0)]
+ CpVrplsinw (g + At)-sinwto]).

* The value of Cy is chosen to avoid parametric and bias instabili-
ties [3].
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Comment on “Heat Transfer in Surface-Cooled
Objects Subject to Microwave Heating”
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1EEE, L. E. LARSEN, SENIOR MEMBER, IEEE, AND
J. H. JACOBI, SENIOR MEMBER, IEEE

In the above paper!, Foster et al. derived the following equa-
tion for the temperature 7* at the center of a spherical tissue:

=21, 2

"=1="¢ (H Bi(Uw)) @
where T, is ambient temperature of the cooling fluid, Q the
volumetric heat generation by the microwave irradiation, a the
radius of the sphere, k the thermal conductivity of the tissue, U,
the free-stream velocity of the cooling fluid, and Bi the Biot
number. The value of 2/Bi depends on the coolant-flow velocity,
vanishing for rapid coolant flow and approaching 2k /k, for a
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stagnant coolant, with k, being the thermal conductivity of the
coolant.

While the above formulation agrees with our recent conclu-
sions [2], Foster et al. have exaggerated the expected temperature
rise for ocular lens by statements in the abstract and the conclud-
ing remarks. Take k = 0.7k, and Q =100 mW / cm’®, as the authors
suggested, and k, = 6.23 mW /cm— °C, then the temperature rise
at the center of a spherical tissue with 0.15-cm radius is between
0.086°C and 0.21°C, where the upper limit applies to a spherical
tissue in a stagnant coolant. With respect to thermally mediated
pathogenicity, this range of temperature increase is negligible;
but the authors stated in the abstract that there would be signifi-
cant temperature rise without providing a specific value or justifi-
cation.

Foster et al are frankly mistaken in their calculation of the
temperature gradient in the ocular studies of Stewart-DeHaan
et al. The authors stated that “the maximum temperature in-
crease is 0.6°C to 6°C for SAR’s of 120 mW /g to 1200 mW /g.”
This value is erroneous since it is based upon a lens diameter of
0.7 cm. Such a value is more suvitable for bovine than murine
subjects. Since the gradient is a function of the radius squared, a
difference between an assumed radius of 0.35 cm as opposed to
an actual radius of 0.15-cm accounts for the difference between
our result of ca. 1°C and their result of ca. 6°C at the highest
SAR. Obviously, the gradient scales linearly with SAR such that
at the lowest SAR the gradient is comparable to the noise in the
thermoregulator.
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